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Abstract 
In this paper, an impulsive control strategy is proposed for a class of nonli-
near stochastic dynamical networks with time-varying delay. Using the Lya-
punov stability theory, a sufficient verifiable criterion for the exponential syn-
chronization is derived analytically. Finally, a numerical simulation example 
is provided to verify the effectiveness of the proposed approach. 
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1. Introduction 

In recent years, complex networks have been widely studied due to their practic-
al applications in different fields, such as the World Wide Web, genetic networks, 
biological neural networks, social networks, and so on [1]-[12].  

Synchronization, as an interesting and important behavior of complex networks, 
has attracted much attention. In the past decades, some relevant theoretical re-
sults have been established [13]-[17]. As far as we all know, the dynamical net-
work cannot realize synchronization by itself. For the purpose of driving the 
network to achieve synchronization, control inputs should be imposed on the 
nodes of dynamical networks. Until now, many useful control methods have 
been focused on this topic, such as adaptive control [18] [19], feedback control 
[20] [21], intermittent control [22], pinning control [23], and impulsive control 
[24] [25] [26]. In particularly the impulsive control has attracted more and more 
interests, which has been shown to be an effective control strategy in many fields 
due to its potential advantages over general continuous control schemes. Be-
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cause the impulsive control is more economical and can reduce the amount of 
the transmitted information.  

Recently, synchronization of stochastic dynamical networks has aroused many 
interests [26] [27] [28] [29], since stochastic disturbances in complex networks 
need to be taken into account for modeling a realistic network. On the other 
hand, the time delay is ubiquitous in natural and man-made networks. The in-
fluence of a time delay increases the complexity of networks. [26] studied the 
synchronization of complex networks, which are discrete-time systems, with both 
time-varying delays and stochastic disturbances. [27] showed that impulsive 
controllers are effective for synchronization control of the stochastic dynamical 
networks, but time delay is not taken into account. In [28], the authors employed 
a pinning impulsive controller for the synchronization of time-delayed complex 
networks without random disturbance. To the best of our knowledge, very little 
work has been done on the impulsive synchronization of complex dynamical 
networks with both time-varying delays and stochastic disturbances.  

The contributions of this paper are as follows. First, we study the nonlinear 
stochastic dynamical networks with time-varying delays, which are more general 
in the real world. Second, the exponential synchronization of such networks by 
impulsive control is investigated. A new sufficient verifiable criterion for the ex-
ponential synchronization is derived analytically and skillfully by applying the 
Lyapunov stability theory. A numerical simulation example is provided to verify 
the effectiveness of the proposed control method.  

Notation: The standard notations will be used in this paper. n  denotes the 
n-dimensional Euclidean space. n n×   are n n×  real matrices. ⋅  represents 
the Euclidean vector norm in n . The superscript T represents the transpose. 

( )maxλ ⋅  represents the maximum eigenvalue of a matrix. For any random varia-
ble ξ , let ( )ξ  be the expectation value of ξ . 

2. Prelimiaries 

In this paper, we consider the following dynamical network with time-varying 
delay.  

 
( ) ( ) ( )( )( ) ( )

( )( ) ( )
1

d , , d

, d , 1, 2, ,

N

i i i ij j
j

i

x t f t x t x t t c a x t t

t x t B t i N

τ

σ

=

 
= − + Γ 
 
+ =

∑




      (2.1) 

where ( ) ( ) ( ) ( )( )T
1 2, , , n

i i i inx t x t x t x t= ∈   is the state vector of i-th node at 
time t, ( )1,2, ,i N=  . ( ) ( )( )( ), , n

i if t x t x t tτ− ∈   is a nonlinear function de-
scribing the dynamics of nodes. ( )tτ  denotes the time-varying delay, which is 
bounded, continuous and differentiable, satisfying ( )0 tτ τ≤ ≤ , ( ) 1tτ τ≤ <  . Ma-
trix ( )1 2, , , 0ndiag γ γ γΓ = >  describes the inner coupling of the complex net-
work. c is a positive coupling strength of the network. The matrices  

( )ij N N
A a

×
=  is the outer-coupling configuration of the network, in which ija  

is defined as follows: if there is a connection between node i and j ( j i≠ ), then 
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0ij jia a= > , otherwise, 0ij jia a= = , and the diagonal elements are defined as 

1,
N

ii ijj j ia a
= ≠

= −∑ . ( ) nB t ∈  is an m-dimensional Brownian motion.  
( )( ), : n n m

it x tσ ×× →     is the noise intensity function matrix.  
Assume [ ]( ),0 , nC τ−   be a Banach space of continuous functions mapping 

the interval [ ],0τ−  into n  with the norm ( )( )0sup τ θφ φ θ− ≤ ≤=  . The in-
itial conditions associated with system (2.1) are given by  
( ) ( ) [ ]( ),0 , n

i ix t t Cφ τ= ∈ −  .  
Throughout this paper, we have the following assumptions.  
Assumption 2.1. There exist two nonnegative constants 1L  and 2L , such that 

the nonlinear function ( ),f x x  satisfies the following inequality  

( ) ( ) ( )( ) 2 2T
1 2, ,x y f x x f y y L x y L x y− − ≤ − + −   

for any , , , nx y x y ∈ .  
Assumption 2.2. Assume that the noise intensity function matrix  

( )( ), : n n m
it x tσ ×× →     is uniformly Lipschitz continuous in terms of the 

norm induced by the inner product on the matrices  

( ) ( )( ) ( ) ( )( ) ( ) 2T
, , , ,trace t u t v t u t v u vσ σ σ σ − ⋅ − ≤ −  

    M  

for any , nu v∈ , where M  is a known constant matrix with compatible di-
mensions.  

Let ( )s t  be a solution of an isolated node described by  

 ( ) ( ) ( )( )( ) ( )( ) ( )d , , d , d .s t f t s t s t t t t s t B tτ σ= − +

          (2.2) 

In this paper, we want to control the nonlinear dynamical network (2.1) into the 
desired trajectory ( )s t . 

Let ( ) ( ) ( )i ie t x t s t= −  be the error state of the node i, 1,2, ,i N=  , then we 
have the following error dynamical system by subtracting Equation (2.2) from 
Equation (2.1):  

( ) ( ) ( )( )( ) ( ) ( )( )( ) ( )

( )( ) ( )
1

d , , , , d

, d , 1, 2, ,

N

i i i ij j
j

i

e t f t x t x t t f t s t s t t c a e t t

t e t B t i N

τ τ

σ

=

 
= − − − + Γ 
 
+ =

∑ 



(2.3) 

where ( )( ) ( )( ) ( )( ), , ,i it e t t x t t s tσ σ σ= −  . 
In order to force the whole network into the desired trajectory ( )s t , the fol-

lowing impulsive controllers are designed.  

 

( ) ( ) ( )( )( ) ( ) ( )( )( )
( ) ( )( ) ( )

( ) ( ) ( )
1

d , , , ,

d , d , ,

, .

i i i

N
ij j i kj

i k i k i k k

e t f t x t x t t f t s t s t t

c a e t t t e t B t t t

e t e t e t t t

τ τ

σ

µ

=

+ − −

 = − − −
 + Γ + ≠ 
 = + =


∑

 

      (2.4) 

The discrete instant set { }kt  denotes the impulsive sequences, which satisfies 

0 1 1k kt t t t +< < < < <  , limk kt→+∞ = +∞ . 
The following definition is needed in this paper:  
Definition 2.1. The solution of the dynamical system (2.4) is said to be expo-
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nential synchronization in mean square, if for an initial condition  
( )( )0 1, 2, ,ie t i N=  , there exist positive constants M  and ε  such that  

( ) ( )02

1
e .

N
t t

i
i

e t M ε− −

=

  ≤ 
 
∑   

3. Main Result 

In this section, we will derive the main results about our impulsive strategy for 
synchronization control of the nonlinear stochastic dynamical network (2.1) 
with time-varying delay. For convenience, we introduce the following notations. 
Let 

( )222
, 1 .

1
L

ω ρ µ
τ

= = +
− 

 

Theorem 3.1. Suppose that Assumption (2.1)-(2.2) hold, and 1k kt tτ −≤ −  for 
all 1,2,k =  , if there exists a positive constant ε  such that  

 ( )( )1ˆ
e ,k kL t tερ ωτ −− + −

+ ≤                     (3.1) 

where  

( )T
1 max

ˆ 2 ,L Lω λ= + + M M  

then the controlled dynamical network (2.4) is exponentially stable in mean 
square.  

It means that the nonlinear stochastic dynamical network can be exponential-
ly controlled to the objective trajectory ( )s t  by using impulsive controllers 
(2.4). 

Proof: According to the definition of exponential synchronization (2.1), and 
considering time-delays, we construct the following Lyapunov function:  

 ( ) ( ) ( )1 2 ,V t V t V t= +                     (3.2) 

where  

( ) ( ) ( )

( ) ( ) ( ) ( )

T
1

1

T
2

1

1 ,
2
1 d .
2

N

i i
i

N t
i it t

i

V t e t e t

V t e s e s s
τ

ω

=

−
=

=

=

∑

∑ ∫
 

when kt t≠ , the stochastic derivative of ( )V t  can be obtained by Itô’s diffe-
rential formula [30]. 

( ) ( ) ( )
( )( ) ( )( ) ( )( )

( ) ( ) ( )( )( ) ( ) ( )( )( ) ( )

( )( ) ( )( ) ( ) ( )( ) ( )

T T

1 1

T

1 1

T T

1 1

11d
2 2

, , , ,

1 , , d , d
2

N N

i i i i
i i

N N

i i i ij j
i j

N N

i i i i
i i

t
V t e t e t e t t e t t

e t f t x t x t t f t s t s t t c a e t

trace t e t t e t t e t t e t B t

ω τ
ω τ τ

τ τ

σ σ σ

= =

= =

= =

 −= − − − 
  
 

+ − − − + Γ 
 

 + + 

∑ ∑

∑ ∑

∑ ∑



   (3.3) 

By Assumptions (2.1) and (2.2), we have  

https://doi.org/10.4236/am.2021.1212073


L. Li 
 

 

DOI: 10.4236/am.2021.1212073 1149 Applied Mathematics 
 

 
( ) ( ) ( )( )( ) ( ) ( )( )( )

( ) ( ) ( )( ) ( )( )

T

1

T T
1 2

1 1

, , , ,
N

i i i
i

N N

i i i i
i i

e t f t x t x t t f t s t s t t

L e t e t L e t t e t t

τ τ

τ τ

=

= =

 − − − 

≤ + − −

∑

∑ ∑

 

       (3.4) 

and 

( )( ) ( )( ) ( ) ( ) ( )T T T
max

1 1

1 1, , .
2 2

N N

i i i i
i i

trace t e t t e t e t e tσ σ λ
= =

  ≤ ∑ ∑M M    (3.5) 

It follows from the diffusive property of symmetric matrix A that  

 

( ) ( ) ( ) ( )

( ) ( )

( ) ( )( )

T

1 1 1 1 1

1 1 1

2

1 1 1,

1
2

0.

N N N N n

ij i j ij i j
i j i j

n N N

ij i j
i j

n N N

ij i j
i j j i

c a e t e t c a e t e t

c a e t e t

c a e t e t

θ θ θ
θ

θ θ θ
θ

θ θ θ
θ

γ

γ

γ

= = = = =

= = =

= = = ≠

 Γ =   

 
=  

 

= − −

≤

∑∑ ∑∑ ∑

∑ ∑∑

∑∑ ∑

    (3.6) 

Since ( ) 1tτ τ≤ <  , considering (3.4)-(3.6), the following inequality can be ob-
tained:  

( ) ( ) ( ) ( ) ( )( ) ( )( )

( ) ( ) ( )( ) ( )( )( )

( ) ( ) ( ) ( ) ( )( ) ( )

T T

1 1

T T
1 2

1 1

T T T
max

1 1

1 1d 1
2 2

1 d , d .
2

N N

i i i i
i i

N N

i i i i
i i

N N

i i i i
i i

V t e t e t e t t e t t

L e t e t L e t t e t t

e t e t t e t t e t B t

ω ω τ τ τ

τ τ

λ σ

= =

= =

= =

 ≤ − − − −  

+ + − −

+ +


∑ ∑

∑ ∑

∑ ∑



M M

 (3.7) 

Taking the mathematical expectation, we obtained 

( ) ( ){ } ( ){ }1

d ˆ ˆ ,
d

V t
LV t LV t

t
   ≤ ≤ 
  

                 (3.8) 

where ( )T
1 max

ˆ 2L Lω λ= + + M M . 
From (3.8), for ( )1,k kt t t−∈ , we have  

 ( ){ } ( ){ } ( )1ˆ
1 e .kL t t

kV t V t −−+
−≤                   (3.9) 

For kt t= , we have  

 ( ){ } ( ) ( ) ( ) ( ){ }2 T
1 1

1

1 1 ,
2

N

k i k i k k
i

V t e t e t V tµ ρ+ − − −

=

 = + 
 
∑         (3.10) 

( ){ } ( ) ( ) ( ) ( ){ }T
2 2

1

1 d .
2

k

k k

N t
k i i kt t

i
V t e s e s s V t

τ
ω

+

+ +
+ −

−
=

 = = 
 

∑ ∫        (3.11) 

Next, we will use mathematical induction to show that the following inequality 
holds.  

 ( ){ } ( )( ) ( ) ( ]0 0
ˆ ˆ

1e e , , , for 1,2,kL t t L t t
k kV t M t t t kε− + − −
−≤ ∈ =       (3.12) 

where ( ){ } ( )( )1 0ˆ

0 e L t tM V t ε + −+=  .  
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First, for ( ]0 1,t t t∈ , according to (3.9), we can get  

 

( ){ } ( ){ } ( )

( ){ } ( )( ) ( )( ) ( )

( )( ) ( )

0

1 0 1 0 0

1 0 0

ˆ
0

ˆ ˆ ˆ
0

ˆ ˆ

e

e e e

e e

L t t

L t t L t t L t t

L t t L t t

V t V t

V t

M

ε ε

ε

−+

+ − − + − −+

− + − −

≤

=



 

          (3.13) 

Then, (3.10) and (3.13) imply that  

 ( ){ } ( ){ } ( ){ } ( )( ) ( )1 0 1 0
ˆ ˆ

1 1 1 1 1 e eL t t L t tV t V t V t M ερ ρ ρ − + − −+ − −= ≤ ≤      (3.14) 

Since 1 0t tτ ≤ − , it follows from (3.11) and (3.14) that 

( ){ } ( ){ } ( ) ( ) ( )

( ) ( )

[ ] ( ) ( )

[ ] ( ){ }{ }
( )( ) ( )

1

1 1

1

1

1 1

1 1

1 0 1 0

T
2 1 2 1

1

T

1

T
,

1

1,

ˆ ˆ

1 d
2

1 d
2

1 sup
2

sup

e e

N t
i it t

i

N t
i it

i

N

i is t t
i

s t t

L t t L t t

V t V t e s e s s

e s e s s

e s e s

V s

M

τ

τ

τ

τ

ε

ω

ω

ωτ

ωτ

ωτ

+

−
=

−
=

∈ −
=

∈ −

− + − −

 = =  
 

 ≤  
 

  ≤   
  

=

≤

∑ ∫

∑ ∫

∑

  







     (3.15) 

From condition (3.1)  

 

( ){ } ( ) ( ){ }
( ) ( )( ) ( )

( )( ) ( )

1 0 1 0

2 0 1 0

1 1 1 2 1

ˆ ˆ

ˆ ˆ

e e

e e .

L t t L t t

L t t L t t

V t V t V t

M

M

ε

ε

ρ ωτ

+ + +

− + − −

− + − −

= +

≤ +

≤

 

             (3.16) 

Then, for ( ]1 2,t t t∈ , we have 

( ){ } ( ){ } ( ) ( )( ) ( )2 0 01
ˆ ˆˆ

1 e e e .L t t L t tL t tV t V t M ε− + − −−+≤ ≤            (3.17) 

Assume that for ( ] ( )1, , 2n nt t t n−∈ > , the following inequality holds:  

( ){ } ( )( ) ( )0 0
ˆ ˆ

e e .nL t t L t tV t M ε− + − −≤  

Similar to the discussion in (3.14)-(3.16), we can get  

( ){ } ( ) ( ){ }
( ) ( )( ) ( )

( )( ) ( )

0 0

1 0 0

1 2

ˆ ˆ

ˆ ˆ

e e

e e .

n n

n n

n n n

L t t L t t

L t t L t t

V t V t V t

M

M

ε

ε

ρ ωτ

+

+ + +

− + − −

− + − −

= +

≤ +

≤

 

 

Then, for ( ]1,n nt t t +∈ ,  

 ( ){ } ( ){ } ( ) ( )( ) ( )1 0 0
ˆˆ ˆ

e e e .nn L t tL t t L t t
nV t V t M ε +− + −− −+≤ ≤          (3.18) 

Thus, the inequality (3.12) has been proved. 
Base on inequality (3.12), for ( ]1,k kt t t−∈ , it is easy to check that  

 ( ){ } ( )( ) ( ) ( )( ) ( )

( ) ( )

0 00 0

0 0

ˆ ˆˆ ˆ
e e e e

e e .

k k k

k

L t t L t tL t t L t t

t t t t

V t M M

M M

ε ε

ε ε

− + − − + −− −

− − − −

≤ ≤

= ≤

        (3.19) 
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Thus, from the construction of ( )V t , we have  

 ( ) ( )02

1
e ,

N
t t

i
i

e t M ε− −

=

  ≤ 
 
∑                    (3.20) 

where 2M M= . Then the controlled dynamical network (2.4) is said to be ex-
ponentially stable in mean square. In addition, it can be seen from the proof 
process that the initial conditions do not affect the final conclusion. 

4. Numerical Example 

In this section, a numerical example will be given to demonstrate the effective-
ness of our main results. A time-delayed Lorenz system with Brownian noise is 
selected as the isolated node of the dynamical network, and the dynamic net-
work system we considered has 5 nodes. The i-th node ( 1,2, ,5i =  ) is de-
scribed as follows:  

( ) ( ) ( )( ) ( )( ) ( )( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

1 2 1 1 1 1

2 1 1 3 2 2

3 1 2 3 3

d d 0.2 d ,

d d 0.2 d ,

d d 0.2 d ,

i i i i i i

i i i i i i

i i i i i

x t a x t x t d x t t x t t x t B t

x t bx t x t x t x t t x t B t

x t x t x t cx t t x t B t

τ  = − + − − + ⋅ ⋅ 
 = − − + ⋅ ⋅   


= − + ⋅ ⋅   

(4.1) 

where ( )d iB t  is a 3-D Brownian motion, 10, 28, 8 3, 5a b c d= = = =  and the 

time-varying delay ( ) 0.01e
1 e

t

ttτ =
+

. Note that ( ) 0.01tτ ≤  and ( ) 0.0025tτ ≤ ,  

thus we have 0.01τ =  and 0.0025τ = . Then we get 1 80.998L =  and 2 0.5L =  
for Assumption 2.1. Provided no Brownian motion noise, systems (4.1) has a 
chaotic attractor with initial value [−10, 2, −3] as shown in Figure 1.  

The system parameters are chosen as follows: the coupling strength 0.35c = , 
the inner coupling matrix Γ  as the identity matrix and the outer coupling ma-
trice  

 ( )5 5

3 1 1 0 1
1 4 1 1 1

.1 1 4 1 1
0 1 1 3 1
0 1 1 1 3

ija
×

− 
 − 
 = −
 

− 
 − 

                 (4.2) 

The impulsive controller (2.4) is adopted here with 1 0.002k kt t −− =  and  
0.2µ = − . By simple calculations, we get that 1.0025ω = , ˆ 164.13L =  and  

43.62ε = . Figure 2 displays the orbits of norms of ( ) ( )2
1, 2, ,5ie t i =   with 

the initial conditions  

 ( ) [ ]
8 4 cos

12 5 cos , 0.5,0 .
2 2 cos

i

i t
x t i t t

i t

− + 
 = + ∈ − 
 − 

                (4.3) 

It shows that the time-varying delayed network considered here achieved expo-
nential synchronization by the proposed impulsive strategy. 
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Figure 1. Phase trajectories of Lorenz system without noise. 

 

 

Figure 2. Trajectories of the synchronization errors ( ( ) 2

ie t ). 

5. Conclusion 

An impulsive control strategy is proposed for the synchronization of nonlinear 
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stochastic dynamical networks with time-varying delay in this paper. By apply-
ing the Lyapunov stability theory and mathematical analysis technique, suffi-
cient verifiable criterion for the exponential synchronization is derived analyti-
cally. It is shown that synchronization can be achieved by impulsively control-
ling the network nodes. Finally, a numerical simulation is used to demonstrate 
the effectiveness of our method. For the future work, the author will study the 
finite-time synchronization of stochastic complex networks with time delays and 
uncertain disturbance. 
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